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Abstract: Machine Learning has become a pervasive technology, finding applications in diverse fields across the globe, 

including the healthcare industry. This transformative technology has the potential to significantly impact medical diagnostics 

and predictive analysis, aiding in the early detection of various conditions such as locomotor disorders, heart diseases, and many 

others. By accurately predicting the presence or absence of these ailments in advance, valuable insights can be provided to 

medical professionals, empowering them to personalize their diagnoses and treatment plans on a patient-by-patient basis, thus 

revolutionizing the medical field. In this paper, our primary focus lies in predicting possible heart diseases using cutting-edge 

Machine Learning algorithms. By leveraging the power of these algorithms, we aim to facilitate a comparative analysis of 

classifiers, including decision tree, K-Nearest Neighbours, Logistic Regression, Support Vector Machine, and Random Forest. 

Through this analysis, we seek to identify the most suitable classifier that yields the most accurate results for heart disease 

prediction. 
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1. Introduction  

 
Heart disease, also known as cardiovascular disease, remains 

a significant global health concern, responsible for a 

substantial number of deaths worldwide. Cardiovascular 

diseases account for nearly 17.9 million deaths annually, 

making it the leading cause of mortality globally. The 

prevalence of heart disease is expected to rise due to aging 

populations and lifestyle changes, emphasizing the need for 

effective early detection and prevention strategies. 

 
In recent years, advances in medical research and technology 

have paved the way for the development of predictive 

modelling techniques aimed at identifying individuals at risk 

of developing heart disease. By analysing a variety of risk 

factors and patient data, these models can provide valuable 

insights to clinicians and healthcare providers, enabling them 

to make informed decisions and design personalized 

treatment plans. 

 

Heart disease is a major health concern worldwide, 

contributing to a significant number of deaths annually. 

Timely and accurate prediction of heart disease can be crucial 

in enabling healthcare professionals to take preventive 

measures and provide appropriate treatments. In recent years, 

machine learning algorithms have shown promising results in 

predicting heart disease based on patient data.  

 

2. Literature Survey  

 
In 2015, K. Saxena et. al. [1] proposed a technique using hill 

climbing and decision tree algorithms for detecting heart 

disease. For every actual node decided on by using hill-

climbing set of rules a node was chosen by means of a take a 

look at every stage. Its minimal confidence was zero.25. The 

accuracy of the device was ready 86.7% 

 

In 2018, Aakash Chauhan, Aditya Jain et. al, [2] proposed a 

technique for prediction heart disease. Data was retrieved 

directly from electronic records thus reducing manual work. 

The number of tasks was reduced, and the core number of 

codes expressed helps in better prognosis of cardiovascular 

disease. Iterative pattern growing association mining was 

performed on patient data set to provide stronger associations. 

 

In 2022, Vaibhavi Dhumal, Srushti Gavale et. al, [3] 

developed a method for applying machine learning to predict 

heart disease. An effective and precise cardiovascular 

diagnosis method based on machine learning was proposed in 

this research. For the diagnosis of heart disorders, the raw 

ECG signal is useful. For analysis, various ECG parameters 

are used, including heart rate, age, sex, cholesterol level, 

blood pressure, and ST interval of the ECG signal. 

Cardiovascular disease was predicted using a variety of 

machine learning (ML) algorithms.  
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In 2019, A Lakshmanaro, Y Swathi et. al, [4] proposed a 

Machine Learning Techniques for Heart Disease Prediction. 

In this paper, machine learning was used to diagnose 

cardiovascular disease, and modelling techniques was used to 

deal with imbalanced data. The Framingham_heart_disease 

data set was publicly available on Kaggle. This data set was 

used for these analyses. The goal was to determine whether 

the patient was likely to develop coronary heart disease 

(CHD) 10 years in the future. The dataset contains 15 items 

that provided information about patients. Using machine 

learning.  

 

In 2019, Avinash Golande and Pawan Kumar T et. al, [5] 

developed a Heart Disease Prediction Using Effective 

Machine Learning Methods, which employed several 

diagnostic methods to help doctors identify between coronary 

heart disease and other conditions. K-nearest neighbors, 

decision trees, and Naive Bayes are frequently used 

techniques. Packing count, section thickness, minimal 

streamlining, neural processing, direct kernel self-

organization guidance, and SVM (bolster vector machine) 

were additional comprehensive techniques depending on the 

primary features employed, respectively. 

 

In 2016, Deepika Kumari et. al, [6] Proposed predictive 

analysis using machine learning techniques for chronic 

disease prevention and control to ensure accuracy. 

 

In 2019, Senthil Kumar Mohan et. al, [7] proposed an 

Effective Heart Disease Prediction Using Hybrid Machine 

Learning Techniques with the primary aim of improving 

accuracy in cardiovascular problems. KNN, LR, SVM, and 

NN algorithms were applied to achieve a performance 

improvement of 88.7% accuracy using a cardiovascular 

prediction model. 

 

In 2022, Md. Mahbubur Rahman et. al, [8] proposed a web-

based heart disease prediction system using machine learning 

algorithms. The proposed prediction algorithm uses some 

health information to predict heart disease. The system used 

thirteen health data. Eight different algorithms were used for 

accurate heart failure detection, this study also a website was 

set up to easily checked their heart status immediately from 

home.  

 

3. Methodology 

 
Firstly, a dataset collected then the next task is pre-processing 

the data. After that applying machine learning algorithms to 

predict the disease. The flowchart is shown in Figure 1. 

 

 Figure 1.  Flowchart of our proposed work 

 

3.1 Dataset Details 
To predict heart disease, we must gather some data. After 

gathering the data, we separated it into training and test sets. 

The test data are used to assess the prediction model after it 

has been learned using the training dataset. In this project, 

80% of the data are utilized for training and 20% are used for 

testing. The information was gathered from: 

Link-

https://www.kaggle.com/datasets/rashikrahmanpritom/heart-

attack-analysis-prediction-dataset 

 

 All Input Attributes - 

● Sex  

● Chest Pain  

● Fasting Blood Exang – exercise induced angina  

● CA – number of major vessels colored by 

fluoroscopy  

● Thal  

● Trest Blood Pressure  

● Serum Cholesterol (mg/dl) 

● Thalach – maximum heart rate achieved 

● Age in Year 

● Cholesterol 

● Restecg 

 

3.2 Correlation Matrix 

The correlation coefficients between the variables are 

displayed in a table called a correlation matrix. The 

relationship between each possible pair of values in the table 

is depicted in Figure 2. It is a method for identifying and 

modelling in the given data, as seen in Figure 2, and for 

https://www.kaggle.com/datasets/rashikrahmanpritom/heart-attack-analysis-prediction-dataset
https://www.kaggle.com/datasets/rashikrahmanpritom/heart-attack-analysis-prediction-dataset
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summarizing a large amount of data. The row-column 

arrangement of coefficients helps users explore the 

relationship between two or more variables and how they 

depend on each other The values of the matrix range from -1 

to 1. 

 

 
Figure 2. Correlation Matrix 

 

3.3 Distribution of Data 

When a problem has to be predicted or classified, data 

distribution is an important part of it. Here we have shown the 

distribution of each characteristic such as age, sex, resting 

blood pressure, adiposity, etc. In Figure 3, we have shown the 

distribution. 

 

 
Figure 3. Distribution of Data 

 

3.4 Creating Dummies 
A data set may have a variety of values, perhaps even a range 

of values. Therefore, we generate dummy variables in order 

to better utilize those categorical data for programming. 

Dummy variables are binary variables that show if a different 

categories variable accepts a specific value. Using the 

get_dummies () method, we may construct dummy variables 

in Python. Figure 4 shows the code and output of Dummy 

creating are shown. 

 
Figure 4. Dummies of Categorical values 

 

3.5 Prediction of Disease 

Classification is performed using machine learning 

algorithms such as SVM, KNN, Decision Tree, Random 

Forest, and Logistic Regression. A comparative analysis 

between algorithms is performed and the algorithm that 

provides the highest accuracy is used to predict heart disease. 

 

4. Performance Analysis 

 
In this study, heart disease is predicted using a variety of 

machine learning methods, including SVM, KNN, Decision 

Tree, Random Forest, and Logistic Regression. Only 13 

variables from the Heart Disease Prediction dataset are taken 

into account when predicting heart disease. The accuracy of 

each method is calculated with the help of its confusion 

matrix, which is depicted in Figures 5, 6, 7, 8, and 9. 

 

 
Figure 5: Confusion Matrix using Logistic Regression 
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Figure 6: Confusion Matrix using SVM 

 

 
Figure 7. Confusion Matrix using Decision Tree 

 

 
Figure 8: Confusion Matrix using KNN 

Figure 9: Confusion Matrix using Random Forest 

 

5. Result 
 

After the model is trained, Logistic Regression performs well 

in comparison to other techniques. The confusion matrix is 

used to help the calculation of accuracy. The comparison 

below demonstrates that Logistic Regression has the highest 

accuracy (90.16%). 

 
Table 1: Accuracy comparison of various algorithms 

                   

Algorithm 

                    

Accuracy 

 

Precision 

 

Recall 

 

F1-Score 

SVM 83.60% 89.65% 78.78% 83.87% 

Logistic 
Regression 

90.16% 93.10% 87.09% 90% 

Decision 

Tree 

83.60% 82.75% 82.75% 82.75% 

KNN 72.13% 72.41% 70% 71.18% 

Random 

Forest 

88.52% 86.20% 89.28% 87.71% 

 

 

5.1. Comparison of Machine Learning Model with 

Various Literature 
[11]

 
A Khan and colleagues developed a method for predicting 

cardiovascular illness using machine learning algorithms in 

2023. Table 2 displays a comparison of accuracy using their 

model. 

 
Table 2 Accuracy Comparison with various model. 

Algorithms Proposed Model Other Model 

Random Forest 88.52 85.01 

Logistic Regression 90.16 83.08 

Decision Tree 83.60 83.72 

SVM 83.60 83.08 

 

Input & Output: 

After putting all attributes in input section that is shown in 

Figure.10 what output will come shown in Figure. 11. 
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Figure 10: Input 

 

 
Figure  11: Output 

 

6. Future work & conclusion 
 

Integrating genetic data into Heart disease prediction models 

could enhance their accuracy. Genetic predisposition plays a 

significant role in heart diseases, and including this 

information could provide more personalized predictions. 

 

Using longitudinal data (data collected over a period of time 

could help in tracking the progression of heart disease risk 

factors and understanding how they contribute to the 

development of heart disease over time. 

 

Developing mobile apps that allow users to track their ifestyle 

factors (such as diet, exercise, and stress) and receive real-

time risk assessments could empower individuals to take 

proactive measures to reduce their risk of heart disease. 

 

Integrating prediction models with electronic health records 

could facilitate more accurate predictions by considering a 

wider range of medical history and test results. 

Developing methods to explain and interpret the predictions 

of heart disease models will be crucial for gaining the trust of 

healthcare professionals and patients.the prediction of heart 

disease has come a long way thanks to advancements in data 

science and machine learning. 

 

These models have demonstrated their potential in identifying 

individuals at risk of heart disease, which can lead to early 

interventions and improved outcomes. However, it's 

important to remember that these models are tools to assist 

healthcare professionals rather than replace their expertise. 
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